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ABSTRACT 
Most digital data are not stored in the most compact form. Rather, they are stored in whatever way makes them easiest 

to use, such as: ASCII text from word processors, binary code that can be executed on a computer, individual samples 

from a data acquisition system, etc. Typically, these easy to use encoding methods require data files about twice as 

large as actually needed to represent the information. Data compression has important application in the areas of file 

storage and distributed system.Compression is used to reduce redundancy in stored or communicated data thus 

increasing effective data density & to reduce the useage of resources..In this Paper we shall discuss about different 

compression techniques using lossless compression techniques such as Huffman coding,Arithmatic coding and Run 

Length Encoding(RLE).A conclusion is derived on basis on these Methods. 
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     INTRODUCTION
Modern work on data compression began in the late 1940 s with development of information theory.in 1949 claude 

Shannon & Robert fano devised a systematic way to assign a code word to based on probabilities of blocks.  

The Primary Objective of Data Compression is to Minimize the amount of data to be transmitted.the goal of data 

compression is to reduce redundancy in stored or communication data,thus increasing effective data density and to 

reduce the useage of resources. 

 

We show the Digramatically representation of compression Method: 

 

 
Fig 1.1: diagrammatic representation of Compression 

 

A data compression is transforming a String of Characters in some representation (such as ASCII) into a new String 

which contains the same information but length is small as possible.it is important application in the area of data 

transmission and data storage. 

 

The main purposes of this paper to shows the various lossless compression techniques and their comparative study  . 

 

Compression 

In this Technology by which one or more files or directories size can be reduced so that it is easy to handle.  

The main goal of compression is to reduce the no.of bits required to represent data and to decrease the transmission 

time.Compression is encoding the original data and decompressed to its original form by decoding.A common 

compressed file which is used today has extension which end with .sit,.tar,.zip. 
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Fig. 1.2: Data Compression and Decompression 

 

Decompression 

The Software used to decompressed file depends upon how the form the file was compressed.to decompress .zip file 

you need software such as winzip.to decompress .sit file,you need a software stuffit expander program. Winzip does 

not decompress .sit file but one version of Stuffit expander can decompress both .zip and .sit files.file ending with .sea 

and .exe are called as self extracting files so such file do not required any special software to decompress just click on 

file it will automatically decompressed. 

  

RELATED WORKS 
There are two Compression Techniques Commonly used. 

 Figure: 

 

 
 

 

Fig2.1: - Tree representation of compression Method 

 

Lossless Compression 

It is used to reduce the amount of source information to be transmitted in such way that when we compressed 

information is decompressed there is not loss of any information. Lossless compression is used when it is important 

that the original data and the decompressed data be identical. Lossless text data compression algorithms usually exploit 

statistical redundancy in such a way so as to represent the sender's data more concisely without any error or any sort 

of loss of important information contained within the text input data. Since most of the real-world data has statistical 

redundancy, therefore lossless data compression is possible 
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Lossy Compression 

Lossy compression creates smaller file by discarding (losing) some information about original image. 

Lossy data compression is named for what it does after one applies lossy data compression to a message,the message 

can never be recovered exactly as it was before it was compressed.when the compressed message is decoded it does 

not give the original message.data has been lost. 

 

In this paper we only discuss on the lossless compression technique which are used on the text data formatting. 

There are different losseless compression techniques which we are explain in our paper are Huffman coding,Run 

length coding,Arithmatic coding method and compare their performance. 

 

Huffman Coding 

The Huffman coding is developed by David A.,while he was a Ph.D. student at MIT. A Huffman code is a particular 

type of optimal prefix code that is commonly used for lossless data compression. The Huffman algorithm is based on 

statistical coding, which means that the probability of a symbol has a direct bearing on the length of its representation. 

 

Huffman Coding Algorithms 

It is bottom-up approach the Huffman algorithm works from leaves to the root in the opposite direction. 

        1.create a laef node for each symbol and add it to frequency of occurrence. 

        2.while there is more than one nodes in the queue: 

                     1.Remove the two nodes of lower probability or frequency from the queue. 

                      2.assign 0 and 1 respectively to any node already ssigned to these nodes. 

                      3.create a new internal node with these two nodes as children & with probability equal to the sum of    

the two nodes probabilities. 

                      4.add the new nodes to the queue. 

    3.The remaining node is the root node and the tree is complete. 

Example: 

 

File consisting of symbols (AAABAABABCDEDDBCDADA) required a file 

size using Huffman coding and compare it with the original file size if you use a fixed length encoding 

(3bit to represent each character) 

Solution: 

 

Probability of each symbol or number of frequency as follows: 

                                                 

Table 1 shows number of frequency for all symbols 

Symbols Number of 

Frequency 

probability 

A 8 0.4 

B 4 0.2 

C 2 o.1 

D 5 0.25 

E 1 0.0 

 

Here, 

Probability=(number of frequency / summation ofsymbols) 

From  the tablewe know that the E, C symbols are the least frequent, and so the huffman tree is configured as follows: 
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Figure2.2: Huffman Tree 

 

From Huffman tree extract binary representation of each code as shown in the following table: 

 

Table 2 each symbol has its own coding 

symbols Code 

A 0 

B 111 

C 1101 

D 10 

E 1100 

 

To calculate the file size using Huffman coding is as follows: 

 

Table 3 shows the account file size 

Symbols Frequency 

value 

Length 

of code 

Overall size 

of the code in 

the file 

A 8 1 8 

B 4 3 12 

C 2 4 8 

D 5 2 10 

E 1 4 4 

total 42 

 

Hence the file size after compression algorithm using Huffman 42 bits, while the original file size before compressing 

(3 * 20 = 60 bits). Here, 20 is the number of characters. 

 

Arithmatic Coding Technique 

Huffman coding looks pretty slick, and it is, but there's a way to improve on it, known as "arithmetic coding". The 

idea is subtle and best explained by example [4, 8, 10]. Suppose we have a message that only contains the characters 

A, B, and C, with the following frequencies, expressed as fractions: 
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To show how arithmetic compression works, we first set up a table, listing characters with their probabilities along 

with the cumulative sum of those probabilities. The cumulative sum defines "intervals", ranging from the bottom value 

to less than, but not equal to, the top value. The order does not seem to be important. 

 

To show how arithmetic compression works, we first set up a table, listing characters with their probabilities along 

with the cumulative sum of those probabilities. The cumulative sum defines "intervals", ranging from the bottom value 

to less than, but not equal to, the top value. The order does not seem to be important. 

 

 
Now each character can be coded by the shortest binary fraction that falls in the character's probability interval: 

 

 
Sending one character is trivial and uninteresting. Let's consider sending messages consisting of all possible 

permutations of two of these three characters, using the same approach: 

 

 
 

The higher the probability of the string, in general the shorter the binary fraction needed to represent it. Let's build a 

similar table for three characters  now: 
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Obviously, this same procedure can be followed for more characters, resulting in a longer binary fractional value. 

What arithmetic coding does is find the probability value of a particular message, and arrange it as part of a numerical 

order that allows its unique identification. 

 

Run-length encoding (RLE)  

Run-length encoding is a data compression technique that is supported by the bitmap file formats, like TIFF, BMP. 

RLE is easy to implement and quick to execute. RLE works by reducing the physical size of a repeating string of 

characters. This repeating string, called a run, is encoded into two bytes. The first byte represents the number of 

characters in the run and is called the run count. The second byte is the value of the character in the run, which is in 

the range of 0 to 255, and is called the run value. 

Ex: Uncompressed, a character run of 10 A characters would normally require 10 bytes to store: 

      AAAAAAAAAA 

 

The same string after RLE encoding would require only two bytes: 10A 

The 10A code generated to represent the character string is called an RLE packet.  

Here, the first byte, 10, is the run count and contains the number of repetitions. The second byte, A, is the run value 

and contains the actual repeated value in the run. 

 

A new packet is generated each time the run character changes, or each time the number of characters in the run 

exceeds the maximum count.  

Ex: AAAAABBBCC 

Using run-length encoding this could be compressed into three 2-byte packets: 5A3B2C. 

RLE techniques are simple and fast, but their compression efficiency depends on the type of image data being encoded. 

A black-and-white image that is mostly white, such as the page of a book, will encode very well, due to the large 

amount of contiguous data that is all the same colour.  

 

Applications: 

 Run-length encoding used for lossless data compression technique. 

 RLE is suited for bitmapped images that had a finite set of colours (like computer icons).  

 It does not suited for continuous-tone images like photographs. 

 Run-length encoding is also used in fax machines. 

 

CONCLUSION 
There we talked about a need of data compression, and situations in which these lossless methods are useful. The 

algorithms used for lossless compression are described in brief.. In the Statistical compression techniques, Arithmetic 

coding technique performs with an improvement over Huffman coding, over Shannon-Fano coding and over Run 

Length Encoding technique. Another area of research would be to implement the compression scheme so that 

searching is faster 
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